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ABSTRACT
The layouts of analog/mixed-signal (AMS) integrated circuits (ICs)
are dramatically different from their digital counterparts. AMS
circuit layouts usually include a variety of devices, including tran-
sistors, capacitors, resistors, and inductors. A complicated AMS IC
system with hierarchical structure may also consist of pre-laid out
subcircuits. Different types of devices can occupy different manufac-
turing layers. Therefore, during the layout stage, the devices require
co-optimization to achieve high circuit performance. Leveraging
the fact that some devices can be built by mutually exclusive layers,
they can be carefully designed to overlap each other to effectively
reduce the total area and wirelength without degrading the circuit
performance. In this paper, we propose an analytical framework to
tackle the device layer-aware analog placement problem. Experi-
mental results show that on average the proposed techniques can
reduce the total area and half-perimeter wirelength by 9% and 23%,
respectively. To verify the routability of the placement results, we
also develop an analog global router, which demonstrates that the
device layer-aware placement can achieve 18% shorter wirelength
during global routing.
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1 INTRODUCTION
Analog/mixed-signal (AMS) circuits often contain various types of
devices, including transistors, resistors, capacitors, and inductors.
In a complicated AMS IC systemwith hierarchical design, there may
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also exist pre-laid out subcircuits as placement devices (e.g., a pre-
laid out comparator in an analog-to-digital data converter system).
Different types of devices are built by different manufacturing
layers: transistors and resistors can reside only on the substrate and
polysilicon layers; high-quality capacitors like metal-oxide-metal
capacitors can be directly formed by inter-digitized metal fingers
[1]; pre-laid out subcircuits containing different types of devices
and the interconnections may occupy substrate, polysilicon, and
metal layers. To reduce production cost and routing complexity, it
has been a common and desirable practice to create overlapping
layouts for the devices occupyingmutually exclusivemanufacturing
layers in the high-performance custom analog designs. For instance,
implementation examples of overlapping decoupling capacitors on
top of transistors and resistors are reported in [2, 3] to address the
area and wirelength overhead.

From the above description, we can see that under most circum-
stances, it is beneficial to allow the overlap between devices with
mutually exclusive layers during analog layout optimization. How-
ever, there are some devices that should not overlap other devices
even if they occupy mutually exclusive layers, e.g., the devices that
are critical and sensitive to coupling. Only those that are insensi-
tive to coupling and reside on mutually exclusive layers should be
allowed to overlap each other without degrading the circuit per-
formance. To validate that such overlapping will not induce circuit
performance degradation, without losing generality, we provide
two widely used analog circuits and their layout examples, with and
without overlapping between the insensitive devices on different
manufacturing layers in the following.

The capacitive-coupled operational transconductance amplifier
(CC-OTA) is a prevalent building block in data converters and
sensor interfaces, which is shown in Figure 1a. By overlapping the
capacitors with the transistors and resistors as in Figure 1b, the area
and wirelength are reduced by 30% and 4%, respectively. Table 1
compares the post-layout-simulated phase margin (stability metric),
unity gain bandwidth (speedmetric) and loop gain (accuracymetric)
between the two layout cases, which shows that the impact on the
circuit performance is negligible.

The current-controlled ring oscillator (CCO), which is commonly
seen in phase-locked loops (PLLs), is shown in Figure 2. By strate-
gically sharing the vertical space between the loading capacitors
(CL) and other devices, the compactness of the design is notably
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Figure 1: CC-OTA circuit schematic and layout examples.

Table 1: Post-layout simulation results of the CC-OTA cir-
cuit.

Layout Phase Margin
(deg.)

Unity Gain
Bandwidth (MHz)

Loop Gain
(dB)

non-overlap 71.9 103.7 36.3
overlap 71.5 105.4 36.3

Table 2: Post-layout simulation results of the CCO circuit.

Layout fCCO (kHz) kCCO (THz/A)
non-overlap 609 0.89
overlap 610 0.9

improved, leading to 30% area reduction and 20% wirelength de-
crease. As shown in Table 2, the CCO center frequency (fCCO ) and
tuning gain (kCCO ) remain almost unchanged, indicating that the
dynamics of the upper system (e.g., the PLL bandwidth and tuning
range) will not be affected.

From the above examples, we know that during layout optimiza-
tion, overlapping the devices that are insensitive to coupling and
reside onmutually exclusive layers can result in area andwirelength
benefits without degrading the circuit performance. However, ex-
isting analog placement algorithms are still limited to consider
complex scenarios and characteristics unique to analog designs.
Although there exists previous work considering different cell lay-
ers in digital placement [4], none of the prior work on analog

ICTRL
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ICTRL
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CL CL

(a) Schematic

30% area reduction

(b) Layouts (top: non-overlap; bottom: overlap)

Figure 2: CCO circuit schematic and layout examples.

placement [5–11] considered the possibility of device bounding
box overlapping. This flexibility brought by the device layer-aware
layout scheme leads to a dramatically different placement methodol-
ogy for AMS circuits, which can contribute to better layout quality.
Moreover, previous works [12–14] have shown that analytical place-
ment methods in ASICs can also achieve high quality results in
both FPGA and analog circuit designs. In this paper, we will ad-
dress the device layer-aware analog placement problem by using
an analytical approach. The main contributions are summarized as
follows:

• To the best of our knowledge, this is the first work on analog
placement to consider overlapping between the devices that
are insensitive to coupling and built on mutually exclusive
layers, which offers high flexibility for layout optimization.

• A holistic analytical framework is presented to solve the
device layer-aware analog placement problem.

• An analog global router is developed to verify the routability
of our device layer-aware placement results.

The rest of this paper is organized as follows: Section 2 gives
the definition of the device layer-aware analog placement problem.
Section 3 details the algorithms and techniques to solve the problem.
Section 4 shows comprehensive sets of experimental results. Finally,
Section 5 concludes the paper.
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2 PROBLEM DEFINITION
The conventional analog placement problem usually tries to min-
imize the objectives including the total area and the total half-
perimeter wirelength (HPWL). Besides the non-overlapping con-
straint between each pair of devices, it also needs to satisfy many
other constraints, including matching, proximity group, and sym-
metry constraints [5–11, 15]. The conventional analog circuit place-
ment problem can be stated as follows:

Problem 1 (Analog Placement). Given a netlist and the layout con-
straints (e.g., symmetry constraints), the analog placement problem
is to find a legal placement of the devices satisfying all the given
constraints, such that the objectives are optimized, including total
area and wirelength.

Compared to conventional analog placement, device layer-aware
analog placement allows overlap between certain pairs of devices.
Without loss of generality, we categorize the devices in analog
circuits into three types:

• Type I device: the device built without metal or via layers,
and not sensitive to coupling.

• Type II device: the device built only with metal and via layers,
and not sensitive to coupling.

• Type III device: the device occupying not only the metal and
via layers but also substrate and polysilicon layers, or the
device that is critical and sensitive to coupling.

From the above definitions, we know that Type I devices are allowed
to overlap with Type II devices, while Type III devices should not
overlap with any other devices. Overlaps between devices of the
same type are also considered illegal. The device layer-aware analog
circuit placement problem can be stated as follows:

Problem 2 (Device Layer-Aware Analog Placement). The device
layer-aware analog placement problem is the analog placement
problem where devices built by mutually exclusive manufacturing
layers and insensitive to coupling are allowed to overlap each other
from the designer specification.

3 DEVICE LAYER-AWARE PLACEMENT
This section presents our method to solve the device layer-aware
placement for analog circuits. Figure 3 shows the overall flow of
our device layer-aware analytical analog placement engine. Given
the analog circuit netlist, the placement constraints (e.g., symmetry
constraints), the placement boundary, and the device types from
the design specification (i.e., circuit designer will manually specify
whether a device is Type I, II, or III, as input to our engine), we first
generate the global placement result by optimizing a non-linear
objective function using conjugate gradient (CG) method. The next
step runs the symmetry-aware and device layer-aware legalization
to generate a legal placement solution which honors the result from
global placement. Finally, a linear programming (LP) based detailed
placement is used to further optimize the wirelength.

3.1 Global Placement
Our global placement for analog circuits is based on a non-linear
global placement framework [14, 16, 17], which simultaneously
considers the following: (1) wirelength, (2) device layer-aware over-
lapping, (3) placement boundary, and (4) symmetry constraints from

Circuit 
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Placement 
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Placement Result

Device Layer-Aware Analog Placement

Device 
Types & 
Shapes

Layout 
Constraints

Global Placement

Constraint Graph Construction

Symmetry-Aware Legalization

Legalization

Detailed Placement

CG-based Non-linear Optimization

Adjust Coefficients in Objective

Figure 3: The overall flow of our device layer-aware analyti-
cal analog placement engine.

the design specification. To be specific, it minimizes the objective
shown in Equation (1) using unconstrained non-linear conjugate
gradient algorithm.

Objective = fWL + a · fOL + b · fBND + c · (f
x
SYM + f

y
SYM ), (1)

where fWL is the wirelength of the placement, fOL is the illegal
overlap penalty (overlaps between devices on conflicting manu-
facturing layers are regarded as illegal), fBND and fSYM are the
penalties of violating boundary and symmetry constraints, respec-
tively. Our non-linear optimization-based global placement runs
iteratively, until the penalties are below the specified thresholds,
or the predefined maximum number of iterations is reached. By
gradually adjusting the coefficient values of different penalty func-
tions in each iteration, we can get a placement result honoring
symmetry and boundary constraints with short wirelength and
small illegal overlapping. Log-sum-exponential (LSE) [18] models
γ log

∑
i exp(xi/γ ) and −γ log

∑
i exp(−xi/γ ) are used to smooth

the maxi (xi ) and mini (xi ) functions in the objective, respectively,
where γ is a very small value. Details of each objective function
will be explained as follows.

Wirelength is defined as the total HPWL shown in Equation (2).

fWL =
∑
nk

(max
i ∈nk

(xi ) − min
i ∈nk

(xi ) + max
i ∈nk

(yi ) − min
i ∈nk

(yi )), (2)

where device i contains the pins of net nk and xi (yi ) is the x (y)
coordinate of the center of device i . This definition assumes that
the pins are in the center of the device.

In this work, only the overlaps between devices with conflicting
manufacturing layers will contribute to the overlap penalty in the
objective. Overlaps in global placement are modeled as an area
overlap function similar to [19], which is shown in Equation (3).

fOL =
∑

(i, j)∈L

Ox
i, j ·O

y
i, j ,

Ox
i, j = max(min(xi +wi − x j ,x j +w j − xi ,wi ,w j ), 0),

O
y
i, j = max(min(yi + hi − yj ,yj + hj − yi ,hi ,hj ), 0),

(3)
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where L is the set of device pairs whose overlapping are illegal,Ox
i, j

(Oy
i, j ) is the x (y) directional overlap length, xi (yi ) andwi (hi ) are

the x (y) coordinate of the lower-left corner and width (height) of
device i , respectively.

Besides wirelength and overlapping, symmetry constraints are
also considered. Symmetry constraint requires: (1) each symmetric
pair of devices within the same symmetric group to be symmetric
to each other with respect to the same symmetric axis; (2) the self-
symmetric devices to be self-symmetric with respect to the same
axis as the symmetric pairs. Hence, the penalty for the violation
of symmetry constraint on horizontal direction (with a vertical
symmetric axis) is shown in Equation (4), and the vertical one can
be calculated similarly.

f xSYM =
∑
дk ∈G

(
∑

(i, j)∈дpk

((xi+x j−2·xck )
2+(yi−yj )

2)+
∑
i ∈дsk

(xi−x
c
k )

2),

(4)
where G is the set of symmetric groups, дpk and дsk are the set of
symmetric pairs and the set of self-symmetric devices in a sym-
metric group дk , respectively, xi (yi ) is the x (y) coordinate of the
center of device i , and xck is the coordinate of the symmetric axis of
the symmetric group дk .

For a given analog design, boundary constraint is usually im-
posed to control certain circuit area and aspect ratio. In our global
placement, given a whitespace ratio and aspect ratio, we can get a
desirable placement bounding box for the design. The penalty for
the violation of the boundary constraint is shown in Equation (5).

fBND =
∑
i ∈D

(max(xL − xi , 0) +max(xi +wi − xH , 0)

+max(yL − yi , 0) +max(yi + hi − yH , 0))
, (5)

where D is the set of devices, xi (yi ) and wi (hi ) are the x (y) co-
ordinate of the lower-left corner and width (height) of device i ,
respectively, and xL (yL) and xH (yH ) are the x (y) coordinates of
the lower and higher boundaries of the given placement bounding
box.

3.2 Legalization
After global placement, a placement result with good wirelength, a
small number of violations of overlaps, boundary constraint, and
symmetry constraint is obtained. To get a placement without any
illegal overlapping and violations of symmetry constraints, we first
construct the constraint graphs with minimum edges. Then, given
the constraint graphs, we legalize the global placement result using
LP-based compaction.

3.2.1 Constraint Graph Construction. Constraint graphs are di-
rected acyclic graphs which impose positional constraints on the
devices, including horizontal and vertical constraint graphs. Each
node represents a device and an edge between two nodes imposes
a positional constraint on the corresponding devices. For example,
in the horizontal constraint graph, if there is an edge ei j from node
i to node j, device i should be on the left of device j. An example
placement and its corresponding constraint graphs are shown in
Figure 4. In Figure 4b, the horizontal and vertical constraint graphs
are merged into a single graph, where the solid edges represent the
edges in the horizontal constraint graph, and the dashed ones are

vertical constraint edges. The nodes sh and sv are the virtual source
nodes in the horizontal and vertical constraint graphs, respectively,
which indicate the leftmost and bottommost coordinates of the
placement.

D
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B

(a) placement example

s

s
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E

h

v

(b) the constraint graphs

Figure 4: Example placement and constraint graphs.

To represent a legal placement, each pair of devices must have
positional relationships in either vertical or horizontal constraint
graphs, except between Type I and Type II devices. However, with
more edges than necessary, extra constraints may lead to a larger
placement area or longer run-time. Therefore, we construct the
constraint graphs such that the number of edges is minimized and
it can guarantee the placement result to be legal.

B
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A D E

Type I Type II Type III

(a)

D

A B
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sh

sv
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Figure 5: Placement with different device layers and its con-
straint graphs.
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Figure 6: An example of the global placement result, and the
constraint graphs resulted from directly applying the plane
sweep algorithm as in [20].

First, our irredundant constraint graph construction algorithm
is based on the plane sweep algorithm presented in [20]. However,
this algorithm does not consider different device layers. To address
device layer-awareness, we modify the plane sweep algorithm to
be executed in two passes to avoid imposing non-overlapping con-
straints for the devices on mutually exclusive layers. In the first
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pass, the inputs are the bounding boxes of the Type I and III devices
after global placement, while in the second pass, the inputs are
those of the Type II and III devices. Therefore, no constraint edge
will be added between Type I and Type II devices. Nevertheless, it
will maintain the other necessary constraint edges. A placement
example with different device layers and the resulting constraint
graphs after running our two-pass procedure are shown in Figure 5,
where devices B and C are Type I devices, D and E are Type II
devices, and A is a Type III device. In the first pass, edges among
devices {A,B,C} are added to the constraint graph, while in the
second pass the edges among {A,D,E} are added.

On the other side, the plane sweep algorithm also encounters
problems when the global placement result has illegal overlaps be-
tween devices. Figure 6 shows such an example. Directly applying
the algorithm to the example global placement result as in Figure 6a
will generate the constraint graphs shown in Figure 6b. There are
constraint edges in both horizontal and vertical constraint graphs
for the device pairs {A,B} and {B,D}, which are highlighted in
red. Imposing these positional relationships will over-constrain the
legalization and result in a sub-optimal area, as illustrated by the
legalized placement snapshot in Figure 6b. To get a more compact
placement after legalization, we will remove the extra constraint
edges between each pair of devices with illegal overlap by deter-
mining their relative position greedily. We choose to spread them
in the direction that induces less displacement and decide their rela-
tive position. We will only keep the constraint edge corresponding
to the chosen positional relationship, while other edges between
them will be removed. Continuing our example, Figure 7a shows
the resulted constraint graphs after resolving the illegal overlaps,
where only the horizontal edge between devices {A,B}, and the
vertical edge between {B,D} are kept, which are highlighted in red.
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(a) after resolving illegal overlaps
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(b) new edges added for the missing
postional relationships

Figure 7: The resulting constraints graphs generated by our
algorithm after resolving illegal overlaps, and after missing
postional relationship detection.

However, there may be missing positional relationships from
the graphs we obtain in the previous step. For example, removing
the vertical constraint edge between devices A and B causes the
missing relationship between A and D in Figure 7a. In other words,
the positional relationships between these two devices are unde-
fined in both horizontal and vertical directions, which may result
in illegal overlaps after compaction, as illustrated by the snapshot
in Figure 7a. To add back those missing edges, we first need to iden-
tify them. In order to detect the missing positional relationships, a
depth-first-search (DFS) based algorithm is used, which is shown

Algorithm 1 Missing Positional Relationships Detection
Input: n devices and their vertical and horizontal constraint

graphs Gv ,Gh
Output: Find all the missing relationships of the devices
1: letMh ,Mv be two (n + 1) × (n + 1) Boolean matrices;
2: let sh , sv be the source of Gh ,Gv respectively;
3: DFS(Gh , sh ,Mh )
4: DFS(Gv , sv ,Mv )
5: for i = 0 to n − 1 do
6: for j = i + 1 to n − 1 do
7: if ¬(Mh [i][j]∨Mh [j][i]) ∧ ¬()Mv [i][j]∨Mv [j][i]) then
8: no positional relationship between devices i, j;
9: end if
10: end for
11: end for

12: function DFS(G, v ,M)
13: label v as discovered;
14: M[v][v] = 1;
15: for all edges from v tow in G.adjacentEdges(v) do
16: if vertexw is not labeled as discovered then
17: DFS(G,w ,M)
18: end if
19: if M[v] is not all 1 then
20: for i = 0 to n − 1 do
21: M[v][i] = M[v][i] ∨M[w][i]
22: end for
23: end if
24: end for
25: end function

in Algorithm 1. First, we use two matrices Mh ,Mv to store the re-
lationship between the devices (including the virtual source nodes
sh , sv with the last indices in the graphs).Mh [i][j] = 1 means there
is horizontal positional relationship between devices i and j while
Mh [i][j] = 0 means there is no horizontal positional relationship,
andMv is defined similarly. Then a DFS-based algorithm is used to
fillMh ,Mv . After that, we can detect the devices without horizontal
(vertical) positional relationship fromMh (Mv ). If both horizontal
and vertical positional relationships are missing, the pair of devices
will be identified as missing positional relationships in the current
constraint graphs. For each pair of devices that are not allowed
to overlap whose positional relationship is missing, we will add
one edge to either the vertical or horizontal constraint graph. To
be specific, if the vertical spacing is larger than horizontal spac-
ing between the two devices, we will add an edge to the vertical
constraint graph, and vice versa. For example, given the graphs in
Figure 7a, our DFS-based algorithm will detect the missing relation-
ships between devices A and D, as well as between D and E. As a
result, new edges will be added between them, which are indicated
in red in Figure 7b. This will ensure that no illegal overlap exists
after compaction, as shown in the snapshot in Figure 7b.

Finally, we will perform transitive edge removal (transitive re-
duction) on both constraint graphs to remove the redundant edges.
To be specific, for each vertex u, we will perform DFS from each
vertex v which is the direct descendant of u. Then, for each vertex
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v ′ reachable by v , if edge euv ′ exists, it will be removed. The time
complexity for this process is O(|E | · (|E | + |V |)), where |E | and |V |

are the number of edges and nodes in the graph, respectively. After
this, the constraint graphs will have the minimum number of edges
and can guarantee a legal placement, which is shown in Theorem 1.
Due to page limit, the proof is omitted.

Theorem 1. After our constraint graph construction, the constraint
graphs have the minimum number of edges and can guarantee a legal
placement.

3.2.2 Symmetry-Aware Legalization. After constructing the con-
straint graphs, we can get a legal compact placement solution using
LP in accordance with the constraint graphs. The LP problem can
be decomposed into two sub-problems without losing optimality,
one for solving the x coordinates to minimize the total width, and
another for solving the y coordinates to get the optimal total height.
Take the placement with symmetry constraints on the horizontal
direction (with vertical symmetric axis) as an example. The x and
y coordinates sub-problems can be formulated as in Equations (6)
and (7), respectively.
Minimize W

Subject to 0 ≤ xi ≤W −wi ,∀i ∈ D,

xi +wi ≤ x j ,∀ei, j ∈ Gh ,

xi + x j +w j = 2 · xck ,∀(i, j) ∈ д
p
k ,

2 · xi +wi = 2 · xck ,∀i ∈ дsk ,
∀дk ∈ G,

(6)

Minimize H

Subject to 0 ≤ yi ≤ H − hi ,∀i ∈ D,

yi + hi ≤ yj ,∀ei, j ∈ Gv ,

yi = yj ,∀(i, j) ∈ д
p
k ,∀дk ∈ G,

(7)

whereW (H ) is the total width (height) of the placement, Gh (Gv )
is the horizontal (vertical) constraint graph, D is the set of devices,
xi (yi ) is the x (y) coordinate of the lower-left corner of device i ,
wi (hi ) is the width (height) of device i , G is the set of symmetric
groups, дpk and дsk are the set of symmetric pairs and the set of
self-symmetric devices in a symmetric group дk respectively, and
xck is the coordinate of the symmetric axis of the group дk . There
are two sets of constraints which are topology order (non-overlap)
and symmetry constraints. The topology order constraints are from
the constraint graphs obtained by the previous section, while the
symmetry constraints are directly from the design specification.
The y coordinates sub-problem differs from the x coordinates sub-
problem in that the x coordinates of a symmetric pair need to be
symmetric with respect to an axis (i.e., xi + x j + w j = 2 · xck ),
while their y coordinates need to be the same (i.e., yi = yj ). The
LP problems for the symmetry constraints on the vertical direction
(with horizontal symmetric axis) can be formulated in a similar
way.

3.3 Detailed Placement
After legalization, we can get a legal compact placement solution.
In the detailed placement stage, we will use LP to further optimize
the wirelength for the given legal placement. The formulations
are similar to Equations (6) and (7) in the legalization step, except

that the placement boundaries are fixed to the optimal total width
and height obtained from legalization to ensure that the placement
remains compact, and the optimization objective becomes minimiz-
ing wirelength, which is shown in Equation (8), whereW ∗ and H∗

are the optimal total width and height obtained from legalization.
Minimize Wirelenдth

Subject to 0 ≤ xi ≤W ∗ −wi ,∀i ∈ D,

xi +wi ≤ x j ,∀ei, j ∈ Gh ,

0 ≤ yi ≤ H∗ − hi ,∀i ∈ D,

yi + hi ≤ yj ,∀ei, j ∈ Gv ,

xi + x j +w j = 2 · xck ,∀(i, j) ∈ д
p
k ,

2 · xi +wi = 2 · xck ,∀i ∈ дsk ,

yi = yj ,∀(i, j) ∈ д
p
k ,

∀дk ∈ G,

(8)

4 EXPERIMENTAL RESULTS
All algorithms are implemented in C++ and all experiments are
performed on a Linux machine with 3.4GHz Intel(R) core and 32GB
memory. WNLIB [21] is used as the unconstrained non-linear opti-
mization solver for the global placement. All benchmark circuits
used are from experienced analog circuit designers, reflecting the
real analog design complexities. Benchmark 1 is an operational
amplifier (opamp), which can be widely used to implement gain,
filtering, buffering, and voltage regulation. Benchmark 2 is a дm-
C integrator, which can be found in low-power continuous-time
filters. Benchmark 3 is a continuous-time delta-sigma modulator
(CTDSM). CTDSMs are oversampling ADCs that leverage noise-
shaping. As specified by the circuit designer, all capacitors in the
circuit benchmarks are allowed to overlap the transistors and re-
sistors without degrading the circuit performance. The devices in
benchmark 1 and 2 include Type I and Type II devices. Benchmark
3 contains not only Type I and Type II devices, but also Type III
devices. The benchmark circuit information is summarized in Ta-
ble 3. In the rest of this section, Section 4.1 compares the placement
results with and without device layer-awareness, Section 4.2 shows
the routability of the placement, and Section 4.3 demonstrates the
effectiveness of the analytical framework by comparing with the
baseline algorithm.

Table 3: Benchmark circuits information.

Index Design #Devices #Type I #Type II #Type III #Nets
1 opamp 46 42 4 0 29
2 дm-C integrator 15 13 2 0 9
3 CTDSM 21 6 2 13 27

4.1 Effects of Device Layer-Awareness
Table 4 compares the placement results with and without device
layer-awareness in our analytical analog placement framework,
where “NLP” means the placement results without device layer-
awareness, and “Device layer-aware NLP” means the placement re-
sults with device layer-awareness. We can see that area and HPWL
benefits are consistently achieved (on average 9% and 23% reduc-
tion, respectively) when we co-optimize the devices occupying
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different layers during placement. The run-time is comparable with
and without device layer-awareness. Figure 8 shows the placement
results with and without device layer-awareness for the opamp
circuit, where the Type I and II devices are indicated in pink and
blue, respectively. The figure visualizes and demonstrates that our
device layer-aware placement is effective in improving the layout
quality.

(a) without device layer-awareness (b) with device layer-awareness

Figure 8: Placement results of the opamp circuit.

4.2 Routability Verification
4.2.1 Analog Global Routing. Since the Type II and Type III de-

vices occupymetal and via layers, they will create routing blockages
and lead to fewer available routing resources. From this perspec-
tive, routing congestion and the resulting wirelength might be a
concern. To validate the routability of the proposed device layer-
aware layout scheme, a maze routing based analog global router is
developed.

Maze routing is a classic and efficient routing strategy widely
used in routers [22–24]. Although it is time consuming compared
to other routing methods, the result quality is good due to its op-
timality for two-pin net. Since there exists a limited number of
nets in a constrained area for typical analog circuits, it is preferable
to utilize maze routing for designing wire connections. To save
the search space, we introduce a detour ratio defining how much
detour is allowed. If a legal solution cannot be acquired within
the bounding regions defined by the ratio, it will be relaxed to a
larger value to cover more routing resources. By constraining the
region to be explored, the run-time of our global routing can be
controlled efficiently. Meanwhile, to handle the specific character-
istics brought by analog circuits, we extend the traditional maze
routing by introducing the adjustments as follows.

It is known that the symmetric nets in analog circuits should
conform to the stringent topological symmetry constraints. Thus
we prefer to route the symmetric nets with higher priorities than
the others in our sequential global routing algorithm. Also, as the
topologies for two symmetric nets have to satisfy the symmetric
constraints, we will treat the symmetric nets as one routing object,
similar to [25, 26]. Hence, we consider the blockages confronted by
both nets to generate the feasible route.

4.2.2 Congestion Analysis. In our global routing settings, the
grid size and routing capacity inside each grid are determined by
the metal pitch defined in Process Design Kit (PDK). The number of
metal layers used for routing is set to 6, according to the common
practice of manual analog layout. This is because our benchmark
circuits usually serve as buildings blocks for a larger system, and the
higher metal layers can be used for interconnection across different
building blocks. The Type II devices in our benchmarks occupy

metal layers 3 to 6, while the Type III devices occupy the substrate,
polysilicon, and metal layers 1 to 3. The grids occupied by these de-
vices will be marked as routing blockages on corresponding layers.
After running global routing, the results are listed in Table 6, which
verify the routability of our device layer-aware analog placement
solutions. An average of 18% wirelength improvement is observed,
compared with the global routing results on the non-overlapping
placement solutions. The run-time of the global routing is very fast
(i.e., less than 0.5 seconds), and it is not listed in the table.

4.3 Effectiveness of the Analytical Framework
We further compare our analytical analog placement framework
with the Mixed-Integer Linear Programming (MILP) based analog
placement engine in [11]. Since none of the previous work consid-
ered the overlaps between devices on mutually exclusive manufac-
turing layers during the placement stage, the comparisons are done
in the setting without device layer-awareness. Table 5 shows the
comparisons between the results of our analytical framework (NLP)
and the baseline algorithm (MILP). In the table, all the metrics are
normalized with respect to the results set NLP. The set of results
MILP-Q is generated by running the MILP-based placement until
it reaches comparable quality as the results set NLP. Another set
of results MILP-R is generated by specifying the same (or similar)
run-time as the results set NLP, or when the MILP-based algorithm
begins to find a solution. Comparing the results sets MILP-Q and
NLP, our analytical framework generates comparable (or better)
results with the run-time speedup of above 18x. On the other hand,
comparing the results sets MILP-R and NLP, we can see that our
analytical framework is able to achieve better total placement area
and HPWL given the similar run-time (18% area reduction and 13%
HPWL improvement on average). Therefore, we can conclude that
even when we disable the capability of device layers-awareness, our
results are still better than the baseline MILP-based algorithm. Note
that for the circuits with a small number of placement devices (e.g.,
дm-C integrator and CTDSM circuits), the MILP-based algorithm
is effective in achieving good quality in reasonable run-time. How-
ever, for medium or large size circuits (e.g., opamp), our analytical
framework is much more efficient than [11] to achieve good quality
in a short run-time, demonstrating the scalability of our algorithm.

5 CONCLUSION
In this paper, we have presented a device layer-aware analog place-
ment. Different from the prior work where non-overlapping con-
straints were imposed on every pair of devices, we strategically
overlap the devices which reside on mutually exclusive manufac-
turing layers and are insensitive to coupling, so that the total area
and wirelength can be effectively reduced without degrading the
circuit performance. We propose an analytical framework to tackle
the device layer-aware analog placement problem. We also develop
an analog global router to verify the routability of the device layer-
aware analog placement solutions. Experimental results show that
the proposed techniques can improve the total area and HPWL by
9% and 23%, respectively, and can also achieve an average of 18%
reduction on the wirelength after global routing.
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Table 4: Results of our analytical analog placement framework (NLP).

Design
NLP Device layer-aware NLP

area (µm2) HPWL (µm) run-time (s) area (µm2) HPWL (µm) run-time (s)
actual norm. actual norm. actual norm. actual norm. actual norm. actual norm.

opamp 2973 1 753 1 17.1 1 2370 0.80 498 0.66 10.9 0.64
дm-C integrator 182 1 73 1 1.2 1 175 0.96 60 0.83 1.2 1.00

CTDSM 57455 1 3129 1 6.5 1 56060 0.98 2580 0.82 6.5 1.00
average 1 1 1 0.91 0.77 0.88

Table 5: Results of MILP-based placement with quality matching (MILP-Q), and run-time matching (MILP-R) our framework
without device layer-awareness (NLP).

Design
NLP MILP-Q MILP-R

area (µm2) HPWL (µm) run-time (s) area (µm2) HPWL (µm) run-time (s) area (µm2) HPWL (µm) run-time (s)
actual norm. actual norm. actual norm. actual norm. actual norm. actual norm. actual norm. actual norm. actual norm.

opamp 2973 1 753 1 17.1 1 3295 1.11 714 0.95 607.2 35.57 4181 1.41 927 1.23 20.2 1.19
дm-C integrator 182 1 73 1 1.2 1 187 1.03 69 0.95 20.7 17.21 184 1.01 77 1.06 5.7 4.73

CTDSM 57455 1 3129 1 6.5 1 57960 1.01 3611 1.15 20.5 3.16 64472 1.12 3443 1.10 10.5 1.62
average 1 1 1 1.05 1.02 18.65 1.18 1.13 2.51

Table 6: Global routing (GR) results for the proposed analyt-
ical placement framework (NLP).

wirelength (µm) NLP + GR Device layer-aware
NLP + GR

actual norm. actual norm.
opamp 839 1 617 0.74

дm-C integrator 89 1 79 0.89
CTDSM 3591 1 3034 0.84
average 1 0.82
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